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(57) ABSTRACT 

An I/O memory management unit operates to provide hard­
ware moderated restrictions on access to internal I/O device 
addresses of I/O devices eliminating the interposition of the 
operating system in such data transfers. As well as providing 
read/write permissions, the I/O memory management unit 
can perform address translation for virtualization and may 
be the combined with the functions of an IOMMU for 
managing physical addresses. 
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STORAGE 1/0 MANAGEMENT UNIT FOR 
SOLID-STATE DRIVES 

STATEMENT REGARDING FEDERALLY 
SPONSORED RESEARCH OR DEVELOPMENT 

This invention was made with government support under 
1900758 awarded by the National Science Foundation. The 
government has certain rights in the invention. 

2 
storage addresses using page table storage in high-speed 
computer memory without time-consuming operating sys­
tem intervention. 

The I/O device may be a solid-state drive holding data 
arranged in blocks and the I/O device addresses may be 
block addresses. 

BACKGROUND OF THE INVENTION 

It is thus a feature of at least one embodiment of the 
invention to provide a low latency interface with solid-state 
drives offering MMU type protection. 

10 The I/O device address may be a virtual address and the 
communication with the page table may provide a physical 
I/O device address different from the I/O device address, 
linked to the I/O device address and indicating a physical 

The present invention relates generally to computer archi­
tectures and in particular to an architecture providing high­
speed data transfer between application programs and solid­
state drives. 

15 
block of the solid-state drive associated with the I/O device 

Modem storage devices such as solid-state drives (SSD) 
provide low latency (less than 10 µs) and high-bandwidth 
(multiple gigabytes per second). At these speeds, the execu­
tion speed of the computer operating system becomes a 20 

bottleneck for data transfer, contributing more than 60% of 
the total latency of the data transfer, for example, of a typical 
data page. 

One method of reducing the operating system overhead is 
to bypass the operating system, for example, using special 25 

drivers such as SPDK (storage performance development 
kit) which allow the application to initiate a block access in 
the device and a direct memory access to the host. A 
disadvantage to this approach is that, by bypassing the 
operating system, important restrictions enforced by the 30 

operating system and intended to limit access to storage by 
malicious programs are lost making the computer less 
secure. 

address. 
It is thus a feature of at least one embodiment of the 

invention to permit a virtualization of block addresses. 
The I/O memory management unit may further receive an 

application identifier previously sent to the I/O device in a 
request from the processor and communicate with the page 
table to match the I/O device address and the application 
identifier to an I/O device address and application identifier­
linked permission data indicating a permission to access the 
I/O device address of the I/O device and used to provide the 
permission data to the I/O device. 

It is thus a feature of at least one embodiment of the 
invention to provide a system that is process-aware to 
prevent collisions during virtualization. 

The permission may be represented either by returning a 
valid address of the solid-state drive or by returning non­
address permission data. 

It is thus a feature of at least one embodiment of the 

SUMMARY OF THE INVENTION 35 
invention to provide either conventional read or write per­
missions or absence of a data entry to indicate that the I/O 
device address should not be used. The present invention facilitates the transfer of data 

between solid-state drives, or other I/O devices handling 
data, and a processor by employing a storage input/output 
memory management unit (SIOMMU) that can control 40 

access to high-speed, solid-state memory using meta-data 
(page tables) preloaded by the operating system. Impor­
tantly, these permissions are based on addresses of the I/O 
device ( e.g., block addresses) rather than memory addresses 
as is typically done with a memory management unit. This 45 

preloaded meta-data allows low latency data transfer at 
hardware speeds without further involvement by the oper­
ating system. In some embodiments, the SIOMMU can 
provide address translation permitting virtualization. The 
SIOMMU may also implement conventional IOMMU (I/O 50 

memory management unit) functionality for hardware sav­
ings. 

More specifically, one embodiment of the present inven­
tion provides an I/O memory management unit for use in a 
computer architecture having a processor communicating 55 

with a main computer memory, having memory addresses, 
and an I/O device, having I/O device addresses. The I/O 
memory management unit operates to: (a) receive from the 
I/O device an I/O device address previously sent to the I/O 
device in a request from the processor; (b) communicate 60 

with a page table held in the main computer memory to 
match the I/O device address to permission data authorizing 
or not authorizing access to the I/O device address; and (c) 
output the permission data to the I/O device. 

The I/O memory management unit may further execute to 
communicate with a page table cache holding portions of the 
page table to match the I/O device address to I/O device 
address-linked permission data; and when there is a match-
ing in the portions, provide the permission data from the 
portions and otherwise provide the permission data from the 
page table. 

It is thus a feature of at least one embodiment of the 
invention to implement a cache structure to further speed I/O 
device address evaluation. 

In some embodiments, the I/O memory management unit 
may further: ( d) receive from the I/O device a memory 
address for data transfer with the I/O device, (e) communi­
cate with a second page table held in the main computer 
memory to match the memory address to second permission 
data authorizing or not authorizing access to the memory 
address; and (f) output the permission data to the I/O device. 

It is thus a feature of at least one embodiment of the 
invention to combine the hardware of the I/O memory 
management unit with the SIOMMU for greater efficiency. 

The I/O memory management unit may further receive 
from the I/O device an address previously sent to the I/O 
device in a request from the processor including a file 
transfer bit indicating whether the address is an I/O device 
address or a memory address and reviews the page table or 
second page table depending on the file transfer bit. 

It is thus a feature of at least one embodiment of the 
It is thus a feature of at least one embodiment of the 

invention to provide a simple, processor-side circuit that can 
manage data transfer permissions based on I/O device 

65 invention to provide a simple method of sharing resources 
between the I/O memory management unit and the 
SIOMMU. 



US 12,189,966 B2 
3 

These particular objects and advantages may apply to 
only some embodiments falling within the claims and thus 
do not define the scope of the invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram of a computer architecture 
employing a storage I/O memory management unit (SI­
OMMU) of the present invention communicating with I/O 
devices including a solid-state drive; 

FIG. 2 is a detailed view of the structure of the SIOMMU 
having logic circuitry for receiving requests from applica­
tion programs (via a solid-state drive) and communicating 
with an internal translate look aside buffer (TLB) and 
externally stored page tables; 

FIG. 3 is a fragmentary view of the logical structure of 
several page table entries showing one entry for a solid-state 
drive and a separate entry for other I/O devices; and 

FIG. 4 is a flowchart of the of the logic circuitry of the 
SIOMMU shown in FIG. 2. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

Referring now to FIG. 1, an electronic computer 10 may 
provide for one or more processors 12 operating in conjunc­
tion with a main computer memory 14 to execute one or 
more programs 16 including generally a kernel or operating 
system 18 and various application programs 20 and data 
storage 19. The main memory 14 will normally include 
volatile solid-state memory, for example, DRAM. 

The processor 12 may communicate with the main 
memory 14 using a memory bus 15 communicating, under 
the control of a memory management unit (MMU) 22 with 
a memory controller 24. As is generally understood in the 
art, the MMU 22 provides a mechanism for translating 
virtual memory addresses to physical memory addresses for 
virtualization of the main memory 14 and to set read and 
write permissions for particular physical memory addresses 
thereby controlling access to those addresses. In this regard, 
the MMU 22 may communicate with the main memory 14 
for access to a page table 23 linking physical and virtual 
memory addresses and providing other permission and sta­
tus bits as is generally understood in the art. The memory 
controller 24 operates to provide memory control features 
such as address decoding and refreshing of DRAM. 

The processor 12 may also communicate over an I/O bus 
structure 28, separate from the memory bus 15, with various 
I/O devices 30, including but not limited, for example, to 
human interface elements such as graphic displays, as well 
as network interface cards, audio interface cards and the 
like. Importantly, the I/O devices 30 will include at least one 
and sometimes several solid-state drives 32a and 32b func­
tionally operating like a magnetic disk drive and typically 
employing a nonvolatile architecture, for example, having 
an average read latency of less than 20 µs at 0.5 GB per 
second and a capacity in excess of 100 GB. Example 
solid-state drives 32 include not only transistor based archi­
tectures such as NAND memory but also phase change 
memories, spin-torque MRAMs, and memristor memories. 
An example solid-state drive 32 suitable for use with the 
present invention are commercially available under the trade 
name of Optane NVMe from Intel Corporation. 

These I/O devices 30 and/or the SIOMMU 26 may also 
communicate with the memory controller 24 to implement 
direct memory access of the main memory 14. 

4 
The SIOMMU 26 also communicates with the main 

memory 14 for access to a second page table 34 operating 
similarly to page table 23 with differences in content as will 
be discussed in greater detail below. Each of the page tables 

5 23 and 34 may have multiple levels as is understood in the 
art. 

The data of the page tables 34 is created and then loaded 
by the operating system 18 during a file open process, in 
many but not all cases, concluding the involvement of the 

10 operating system 18 in the transfer of data of that file, 
typically until the file closes. The operating system 18 
allocates a virtual space in the computer memory 14 (virtual) 
equal to or exceeding the file size. The data of the page table 
34 is then loaded such as to map an application identifier 

15 (PASID) of the application 20 opening the file and solid­
state drive block address (starting virtual block addresses 
converted from a file path name) to the allocated virtual 
space in the computer memory 14 and to set read/write 
permissions as will be discussed below and to set a device 

20 ID that will be discussed below, in this case identifying a 
particular solid-state drive 32. In this regard, the PASID may 
serve as an index to the page table 34 and thus exists 
logically but is not a table entry. More generally, the 
operating system 18 handles file metadata operation such as 

25 open( ) close( ) and appends while the SIOMMU 26 will 
handle data operation such as read( ) and write( ) without 
operating system involvement. 

Referring now also to FIG. 2, the SIOMMU 26 may 
provide for control logic circuitry 36 executing an implicit 

30 program 38, implemented in integrated circuitry, to receive 
an access requests 40 from the SSDs 32 (initiated by the 
processor 12 executing the libraries or drivers 21). Gener­
ally, then, data transfer to or from the solid-state drives 32 
using the SIOMMU 26 will be implemented by a combina-

35 tion of the SIOMMU 26 and driver and library programs 21 
in the main memory 14. The SIOMMU 26 may provide a 
first translation lookaside buffer 50a serving as a cache for 
a page table 34a for evaluating I/O device addresses, that is, 
internal addresses ofl/O devices 30 describing stored data in 

40 those devices. The SIOMMU 26 may further communicate 
with a second translation lookaside buffer 50b serving as a 
cache for a page table 34b for evaluating memory addresses, 
that is addresses of the main memory 14 

The access request 40 may be one of two types designated 
45 by an FT bit 42 in the request 40. The first type, for example, 

indicated by an FT bit of one is intended to evaluate 
( determine permissions and translate between physical and 
virtual I/O device addresses) a request of an I/O device 30, 
for example a block address of an SSD device 32. The 

50 second type, for example, indicated by an FT bit of zero, is 
intended to evaluate (determine permissions and transla­
tions) a request for a memory address of the main memory 
14. Typically, a direct memory transfer between an SSD 
device 32 and main memory 14 may require both an 

55 evaluation ofl/O device addresses and memory addresses to 
establish the endpoints of the data transfer. 

The access request 40 may also include a process address 
space identifier (PASID) analogous to the ASID used in 
conventional MMU s and uniquely identifying a process of a 

60 particular application program 20. In addition, the access 
request 40 may provide a device ID 46 distinguishing 
between the particular solid-state drives 32a and 32b. Fur­
ther, as noted above, the access request 40 may provide an 
address, for example, a virtual block address that will be 

65 mapped into a physical block of the solid-state drive 32 
identified by the device ID 46 (when the FT bit 42 is set) or 
a virtual memory address that will be made to a physical 
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memory address of the main memory 14 (when the FT bit 42 
is reset). Finally, the request 40 may include a read/write 
indication 43 of whether this request is for a reading or 
writing of data with respect to the requester. 

Referring now also to FIG. 4, upon receipt of the request 5 

40 as indicated by process block 48, the FT bit 42 is 
evaluated to determine the type of address being received in 
the access request 40. If the FT bit is set or one, the program 
38 proceeds to decision block 50 and the logic circuitry 36 
of the SIOMMU 26 consults a translate look aside buffer 50a 10 

(shown in FIG. 2) holding a cached portion of the page table 
34a of I/O device addresses to attempt to find a matching of 
an entry with the PASID 44, and the device ID 46 of the 
request 40. The TLB 50a, by providing a local caching of 
page table information in the circuitry of the SIOMMU 26, 15 

helps reduce the latency or delay in obtaining information 
from the page table 34 which would otherwise require 
accessing main memory 14 outside of the integrated circuit 
of the SIOMMU 26. 

6 
decision block 58 or decision block 54 if the FT bit 42 of the 
request matches the FT field 71 of the file table entry 70 and 
the PASID 44 of the request 40 matches the PASID field 72 
of the file table entry 70, and the device ID 46 of the request 
40 matches the device identification field 74 of the file table 
entry 70 and the address 41 of the request 40 matches the 
virtual block address field 76 of the file table entry 70. 

At decision block 66, permission is imputed if there is a 
valid physical block address 78 in the matching file table 
entry 70 and if the read/write permission field 80 holds data 
indicating that the desired access is permitted ( either reading 
or writing). 

It will be understood that the fault condition of process 
block 60 occurs because of a lack of permission imputed 
from any of there being no matching file table entry 70 or 
when there is a matching table entry 70 but permission not 
being granted per read/write permission field 80. The fault 
mechanisms allow the application program 20 to bypass the 
SIOMMU in favor of the operating system when low latency 

If an entry is not found, as determined a decision block 54, 
at process block 56 a page walk through the page table 34a 
is conducted essentially operating to review the data of page 
table 34 for a matching PASID 44 and the device ID 46. If 

20 is not required, simply by setting the permissions to deny 
transfer, further minimizing the necessary size of the 
SIOMMU TLBs 50. 

a match is not obtained in the page table 34a, determined by 
decision block 58, a fault is indicated at process block 60 and 25 

the program 38 loops back to process block 48. 
Importantly, the fault prevents the requested data transfer 

from being handled by the SIOMMU 26 and is referred to 
the operating system 18 via the application program 20 or a 
driver library 21 for handling, for example, in as is done with 30 

a conventional page fault. The fault may be handled in a 
number of different ways including, for example, by simply 
faulting and preventing data transfer or by implementing the 
data transfer by defaulting to the operating system 18 using 
conventional methods, or causing the operating system 18 to 35 

add data to the page table 34 in a remapping operation and 
referring the transfer again to the SIOMMU 26. The pre­
ferred handling of the fault may be signaled by a unique fault 
code. 

In the event that a match of the request 40 is found in the 40 

page table 34a, but not previously in the TLB 50a, the TLB 
50a may be updated as indicated by process block 62. 

Importantly, the TLB 50a and TLB 50b may be imple­
mented as a single table in a combined device greatly 
simplifying and improving the performance of address look- 45 

ups. 

When permission is granted as indicated by process block 
82, the matching physical block address 78 is provided to the 
I/O device 30 to initiate a physical storage access and then 
memory transfer via the memory controller 24. 

Referring still to FIG. 4, if at decision block 50, the FT bit 
42 is zero, then a separate set of page table entries 34b are 
reviewed relating to memory addresses not I/O device 
addresses but otherwise logically equivalent. In this process, 
process block 51 corresponds generally to process block 56 
but relative to TLB 50b and process blocks 52 and 53 
correspond to process blocks 56 and 58 but relative to page 
table 34b. The remaining process decision blocks 55, 57, 59 
and 61 correspond generally to process box 62 60, 66 and 82 
as discussed above with the differences just noted. At 
process block 61 a memory address is output. 

As noted above, the SIOMMU 26 will generally comprise 
a single integrated circuit with on-chip memory for the TLB 
50 in order to provide a substantial speed advantage over 
implementing these functions with the operating system 18. 
The SIOMMU 26 may be separate from or incorporated into 
the processors 12. It will be generally understood that the 
present invention is not limited to solid-state drives but can 
apply generally to I/O devices addressed as such and having 
internal addressed sources of data, for example, a network 
card having addressed ports. 

Certain terminology is used herein for purposes of refer­
ence only, and thus is not intended to be limiting. For 

In both cases where a match of the request 40 is found 
either in the page table 34 or in the TLB 50 (at decision 
block 58 or decision block 54), the program 38 proceeds to 
decision block 66 to assess whether the requested transfer 
will be permitted according to the permissions of the asso­
ciated matched data. 

Referring to FIG. 3, the matching process of decision 
blocks 54 and 58 reviews file table entries 70 ( either in the 
page table 34 or cached in the TLB 50) which include an FT 
field 71, a PASID field 72, a device identifier field 74, a 
virtual block address field 76, a physical block address field 

50 example, terms such as "upper", "lower", "above", and 
"below" refer to directions in the drawings to which refer­
ence is made. Terms such as "front", "back", "rear", "bot­
tom", and "side", describe the orientation of portions of the 
component within a consistent but arbitrary frame of refer-

78 and read/write permission field 80. It should be under­
stood that the file table 70 is depicted logically and thus 
could be implemented with different data structures, from 
one or more tables, with different indexing or addressing, or 
in one or more steps to accomplish the same purpose. For 
example, the SIOMMU 26 may check to see if there is an 
entry with a matching PASID, FT bit, and address. If there 

55 ence which is made clear by reference to the text and the 
associated drawings describing the component under dis­
cussion. Such terminology may include the words specifi­
cally mentioned above, derivatives thereof, and words of 
similar import. Similarly, the terms "first", "second" and 

60 other such numerical terms referring to structures do not 
imply a sequence or order unless clearly indicated by the 
context. 

is a match, it may then compare the device ID field of the 65 

entry against the device ID of the request, and fail if they 
don't match and succeed if they do. A match is indicated at 

When introducing elements or features of the present 
disclosure and the exemplary embodiments, the articles "a", 
"an", "the" and "said" are intended to mean that there are 
one or more of such elements or features. The terms "com­
prising", "including", and "having" are intended to be 
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inclusive and mean that there may be additional elements or 
features other than those specifically noted. It is further to be 
understood that the method steps, processes, and operations 
described herein are not to be construed as necessarily 
requiring their performance in the particular order discussed 
or illustrated, unless specifically identified as an order of 
performance. It is also to be understood that additional or 
alternative steps may be employed. 

It is specifically intended that the present invention not be 
limited to the embodiments and illustrations contained 10 

herein and the claims should be understood to include 
modified forms of those embodiments including portions of 

8 
6. The I/0 memory management unit of claim 1 wherein 

the permission data is a field in an existing data structure 
entry. 

7. The I/0 memory management unit of claim 1 wherein 
the I/0 memory management unit further executes to: 

communicate with a data structure cache holding portions 
of the data structure to match the I/0 device address to 
I/0 device address-linked permission data; and when 
there is a matching in the portions, provide the permis­
sion data from the data structure cache and otherwise 
provide the permission data from the data structure held 
in main computer memory. 

8. The I/0 memory management unit of claim 1 wherein 
the memory address is a virtual memory address and the embodiments and combinations of elements of different 

embodiments as come within the scope of the following 
claims. All of the publications described herein, including 
patents and non-patent publications, are hereby incorporated 
herein by reference in their entireties. 

15 wherein the communication with the second data structure 
provides a physical memory address different from the 
virtual physical address, linked to the virtual memory 
address and indicating a physical address of the main 

To aid the Patent Office and any readers of any patent 
issued on this application in interpreting the claims 20 
appended hereto, applicants wish to note that they do not 
intend any of the appended claims or claim elements to 
invoke 35 U.S.C. 112(f) unless the words "means for" or 
"step for" are explicitly used in the particular claim. 

25 

What we claim is: 
1. An I/0 memory management unit for use in a computer 

architecture having a processor communicating with a main 
computer memory having memory addresses and an I/0 
device having I/0 device addresses, the I/0 memory man- 30 

agement unit comprising circuitry operating to: 
(a) receive from the I/0 device an I/0 device address 

previously sent to the I/0 device in a request from the 
processor; 

(b) communicate with a data structure held in the main 35 

computer memory to match the I/0 device address to 
permission data authorizing or not authorizing access to 
the I/0 device address; 

( c) output the permission data to the I/0 device; 
( d) receive from the I/0 device a memory address for data 40 

transfer with the I/0 device; 
( e) communicate with a second data structure held in the 

main computer memory to match the memory address 
to second permission data authorizing or not authoriz­
ing access to the memory address; and 

(f) output the second permission data to the I/0 device. 
2. The I/0 memory management unit of claim 1 wherein 

the I/0 device is a solid-state drive holding data arranged in 
blocks and the I/0 device addresses are block addresses. 

45 

3. The I/0 memory management unit of claim 2 wherein 50 

the I/0 device address is a virtual address and wherein the 
communication with the data structure provides a physical 
I/0 device address different from the I/0 device address, 
linked to the I/0 device address and indicating a physical 
block of the solid-state drive associated with the I/0 device 55 

address. 
4. The I/0 memory management unit of claim 2 wherein 

the I/0 memory management unit further receives an appli­
cation identifier and communicates with the data structure to 
match the I/0 device address and the application identifier to 60 

I/0 device address and application identifier linked permis­
sion data indicating a permission to access the I/0 device 
address of the I/0 device and used to provide the permission 
data to the I/0 device. 

5. The I/0 memory management unit of claim 1 wherein 65 

the permission data is the existence of a matching entry in 
the data structure. 

memory associated with the virtual physical address. 
9. The I/0 memory management unit of claim 1 wherein 

the I/0 memory management unit further executes to: 
receive from the I/0 device an address previously sent to 

the I/0 device in a request from the processor including 
a file transfer bit indicating whether the address is an 
I/0 device address or a memory address and reviews 
the data structure or second data structure depending on 
the file transfer bit. 

10. The I/0 memory management unit of claim 1 wherein 
the main computer memory is random access memory and 
the solid-state drive is nonvolatile solid-state memory. 

11. A computer architecture comprising: 
one or more electronic processors; 
a main computer memory including solid-state memory 

holding an operating system and application program; 
at least one solid-state drive accessible by the operating 

system using a file system; 
a I/0 memory management unit comprising an integrated 

circuit executing to: 
(a) receive from an I/0 device an I/0 device address 

previously sent to the I/0 device in a request from the 
one or more electronic processors; 

(b) communicate with a data structure held in the main 
computer memory to match the I/0 device address to 
permission data authorizing or not authorizing access to 
the I/0 device address; 

( c) outputting the permission data to the I/0 device; 
( d) receiving from the I/0 device a memory address for 

data transfer with the I/0 device; 
( e) communicating with a second data structure held in 

the main computer memory to match the memory 
address to second permission data authorizing or not 
authorizing access to the memory address; and 

(f) outputting the second permission data to the I/0 
device. 

12. The computer architecture of claim 11 wherein the one 
or more processors communicates with the main computer 
memory over a memory bus and the processor communi­
cates with the at least one solid-state drive over an I/0 bus 
different from the memory bus. 

13. The computer architecture of claim 11 wherein the I/0 
memory management unit further executes to convert virtual 
addresses from the one or more processors received over the 
memory bus to physical addresses of the main memory. 

14. The computer architecture of claim 11 wherein the I/0 
device address is a virtual address and wherein the commu­
nication with the data structure provides a physical I/0 
device address different from the I/0 device address, linked 
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to the I/O device address and indicating a physical block of 
the at least one solid-state drive associated with the I/O 
device address. 

15. A method of accessing an I/O device in a computer 
architecture having a processor communicating with a main 
computer memory having memory addresses and an I/O 
device having I/O device addresses, the method comprising: 

(a) receiving from the I/O device an I/O device address 
previously sent to the I/O device in a request from the 
processor; and 10 

(b) communicating with a data structure held in the main 
computer memory to match the I/O device address to 
permission data authorizing or not authorizing access to 
the I/O device address; 

( c) outputting the permission data to the I/O device 15 

(d) receiving from the I/O device a memory address for 
data transfer with the I/O device; 

( e) communicating with a second data structure held in 
the main computer memory to match the memory 
address to second permission data authorizing or not 20 

authorizing access to the memory address; and 
(f) outputting the second permission data to the I/O 

device. 
16. The method of claim 15 wherein the I/O device 

address is a virtual address and wherein the communication 25 

with the data structure provides a physical I/O device 
address different from the I/O device address, linked to the 
I/O device address and indicating a physical block of a 
solid-state drive associated with the I/O device address. 

* * * * * 
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